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Solution Overview
 The project objective is to implement 'Flow based QoS' feature for SDN-NFV platform using OVS and DPDK on Intel x86 

architecture

 Enable support for packet classification and shaping on egress queue of OVS-DPDK, which is currently not supported

 Enable support for flow classification and shaping on egress even when there is no QoS marking in ingress stream

 Approach: 
 Classify traffic types 

 Assign higher priority queues for processing real time traffic

 Assign lower priority queues for processing best effort traffic with necessary rate limiting algorithms to shape the traffic

 Benefits: 
 Reduce packet loss, latency and jitter 

 Ensure deterministic performance of real time applications 

 Eliminate the need for dedicated custom hardware for QoS support
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QoS with OVS-DPDK
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Intel Technologies leveraged
INTEL TECHNOLOGY BENEFITS

Intel Xeon-E Xeon-E based platform variant can fit in the mid / large 
branch office segment and central DC as the 
private/public cloud

Intel Xeon-D Xeon-D based platform variant can fit in the mid 
segment deployment in the branch office

ATOM C2000 ATOM based platform fits for small office or home office 
environment

I350/i210 based NIC Used as a physical interface to realize the DPDK 
accelerated network interface
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Partner Technologies Leveraged

PARTNER TECHNOLOGY BENEFIT TO POC

OpenvSwitch and DPDK Enabling the QoS feature would accelerate the 
adoption of Intel x86 based virtualization platform 
in realizing networking use cases 
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QoS test topology
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• HTTP Traffic on Queue0 is shaped to 250Mbps.
• FTP Traffic on Queue1 is shaped to 350 Mbps.
• RTP Traffic on Queue2 is not restricted.
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Platform configuration
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Details of the Intel x86 CPUs
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Details of the Intel x86 CPUs and NIC
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Sample Configuration to enable QoS

 To enable tx multi queuing on dpdk0 interface 

ovs-vsctl --no-wait set Interface dpdk0 options:n_txq=4

 To enable egress shaping of 100Mbps on single queue 
(q0) on dpdk0 interface

ovs-vsctl -- set port dpdk0 qos=@newqos -- --id=@newqos 
create qos type=none \ queues=0=@q0 -- --id=@q0 create 
Queue type=egress-shaper \ other-config:cir=12500000 
other-config:cbs=125000 
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Performance(w/o QoS) - Equal treatment for all the flows
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Performance(with QoS) – Prioritized treatment for RTP
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Latency comparison with and without QoS (ATOM) on the Physical ports
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Latency comparison with and without QoS on DPDK vhost-user 
Interface (Xeon-E platform)
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Latency across platforms
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Key Benefits / Use cases

Business Benefits
• To deploy various latency sensitive services which needs QoS handling in the 

OVS-DPDK environment
• Ability to create differentiated service chaining path for critical network functions

Use Case(s)
• Improving quality of video traffic
• Differentiated Service Function Chaining
• Enabling QoS profile support based on application priority

Market Potential
• Telecom Service Provider- For providing enterprise connectivity in a managed 

services model.
• Enterprise- To address their Branch networking requirement

• IOT- Industrial process automation and manufacturing customers who needs an 
IOT gateway as part of their IIOT offering.
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